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Hypothesis Testing Format

The five steps of a hypothesis test:

1)
State appropriate null and alternative hypotheses. (H0 and HA)


Comments:
The null hypothesis is the “no effect” or “no difference” hypothesis. For the purposes of the hypothesis test it is what we assume to be true about the population model. The alternative hypothesis is what we will accept as true about the population if we reject the null hypothesis. The alternative hypothesis is usually the thing about the population that we think is true and are looking for evidence in support of it.

2)
Compute the observed value of the appropriate test statistic (e.g., zobs).


Comments:
The test statistic is computed based on the assumption that H0 is true. This statistic is a standardized measure of the difference between what we have observed in our sample and what we would theoretically get if our null hypothesis were true.

3)
Compute the P-value.


Comments:
This is the probability, given the null hypothesis is true, that we would make an observation as extreme or more extreme (in the direction of the alternative) than what we observed in our sample. The smaller the P-value the less likely it is H0 is true and the more likely it is that HA is true. We can think of the P-value as a measure of the strength of the evidence against H0 and in favor of HA ,the smaller the P-value the stronger the evidence. Small P-values indicate results that are statistically significant.

4)
Determine if H0 should be rejected. Choose one of the following statements: 


“There is sufficient evidence to reject H0 in favor of HA.”


“There is not sufficient evidence to reject H0 in favor of HA.”


Comments:
H0 is rejected if the P-value is less than a stated level of significance (P-value < (). The most commonly used value for ( is 0.05, if the consequences of making a type I error (rejecting a true null hypothesis) are more serious, a smaller level of significance would be used (e.g., 0.01). Note that a 5% level of significance means that you are willing to make a type I error as often as 5% of the time.

5)
Draw a conclusion.


Comments:
This should answer the original question that motivated the data to be collected and the statistical analysis to be done. It must be stated in a form that would be understandable to someone without a statistical background nor special knowledge of hypothesis testing. Do not use the words “null hypothesis” or “alternative hypothesis” in the conclusion.


Note that many statisticians (and I) argue that one should omit step 4 and simply provide the P-value as a measure of the strength of the evidence against H0. Then the person who reads the results of the research can decide if the evidence is strong enough, from their point of view, to be considered statistically significant.

Examples
I.
A school district administrator is trying to convince the school board that they should put a school bond issue on the ballot. She claims that she has evidence that more than 60% of the voters in the district would vote for a school bond issue. The evidence she provides is a sample survey of 800 voters in the district that shows 512 in favor of the bond issue. Do the data provide sufficient evidence that her claim is true?

1)
H0 : p = 0.60


HA : p > 0.60

2)
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 = 2.31 (With a TI calculator that computes normal probabilities this step is unnecessary but is traditional.)

3)
The P-value = normalcdf(0.64, 10^99, 0.60, 
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)  (or traditionally, P(Z > 2.31) = 0.0104.

4)
There is sufficient evidence (at ( = 0.05) to reject H0 in favor of HA (because P-value is less than our ( of 0.05).

5)
There is fairly strong evidence (p = 0.0104) that the claim of the administrator is true, that is, more than 60% of the voters favor this bond issue.

Using a 0.01 level of significance, 4) and 5) are different. If we had used a 0.01 level of significance they would be:

4()
There is insufficient evidence (at ( = 0.01) to reject H0 in favor of HA.

5()
The data do not provide strong enough evidence (p = 0.0104) that the claim of the administrator is true.

II.
A coin is considered “fair” if P(H) = 0.5 = P(T). After losing what he thinks are too many coin flips with a friend a student decides to test a coin to determine if it is an unfair coin. He flips the coin 200 times and gets 88 heads. Do these results provide sufficient evidence at a 5% level of significance that the coin is not fair?

1)
H0 : p = 0.50


HA : p ( 0.50

2)
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3)
The P-value = 2* normalcdf(–10^99, 0.44, 0.50, 
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)   (or 2P(Z < 1.70) = 2(0.0446)) = 0.0892

4)
There is insufficient evidence (at ( = 0.05) to reject H0 in favor of HA (because P-value is more than our ( of 0.05).

5)
The evidence is not strong enough (at a 0.05 level of significance) to conclude that the coin is not a fair coin. Note that this does not mean that the coin is fair, only that this data does not provide enough evidence to say that it is unfair. The coin could be a fair or not.
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